International Journal of Scientific & Engineering Research, Volume 5, Issue 2, February-2014 8

SANDWICH-TYPE THEOREMS FOR
MEROMORPHIC MULTIVALENT FUNCTIONS
ASSOCIATED WITH ALINEAR OPERATOR

H. E. Darwish, A. Y. Lashin, and B. H. Rizgan

ISSN 2229-5518

Abstract— the purpose of this article is to obtain some subordination and superordination preserving properties of meromorphic
multivalent functions in the punctured open unit disk associated with the linear operator Qa By the sandwish- type results for these
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1 INTRODUCTION
ET H(U) denote the class of analytic functions in the
open unitdisk U={ze€C: |Z| <1}
Forne N={1,2,..} and a€C, let
Hla,n]={f eH : f(z)=a+a,z"+a,,z"" +..}.
Let f and F bemembersof H. the function f is
said to be subordinate to F, or F is said to be superordi-
nate to f, if there exists a function W analytic in U,
with W(0) =0 and |W(Z)| <1 (zeU), such that
f(z)=F(w(z)) (zel).
In such a case, we write
f<F (zeU) or f(z2)<F(z2) (zel).
If the function F isunivalentin U , then we have (cf. [11])
f(z)<F(z) (zeVU) < f(0)=F(0)
and f(U)c F(U).
Definition 1[9]. Let ¢ :C? — C andlet h be univalent
in U .If p isanalyticin U and satisfies the differential
subordination:
#(p(2).2p'(2)) <h(z) (zeV), (1.1)
then P iscalled asolution of the differential subordination.
The univalent function ( is called a dominant of the
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solutions of the differential subordination, or more simply
adominant, if P < forall P satisfying (1.1). A domnant

that satisfies for all dominants ( of (1.1)1is said
to be the best dominant.

Definition 2 [10]. Let @ :C® — C andlet h be analytic
in U.If p and @(p(z),zp'(z)) areunivalentin U
and satisfy the differential superordination:

h(z) <(p(2).2p'(2)) (z€V), (12)
then pPis called asolution of the differential superordination.
An analytic function ( is called a subordinant of the
soltions of the differential superordination, or more simply
a subordinantif < P forall P satisfying (1.2). A uni-

vlent subordinant that for all subordinants ( of

(1.2) is said to be the best subordinant.
Definition 3 [10]. Denote by Q the class of functions f

that are analytic and injective on U\ E(f), where

e(f)y={ceau : lim  (2) - o},
and are such that

f'(¢)=0(¢ e BU\E(T))

Let 2 denote the class of

For any integer M > —p, p.m

all meromorphic functions f of the form

f(z)=2"+> az“ (peN={2.3}), @3
k=m

which are analyticand [P -valentin the punctured unit disk
U'={zeC: 0< |Z| <1} =U\{0}. For convenience, we

write X plp = )y p*
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For functions f € X givenby(13), and g€X |

defined by
9(2)=z"+>bz" (m>-p;peN), (@14
k=m

then the Hadamard product (or convolution) of f and ¢

(fxg)2) =27+ ab,z" =(g* f )(2)

(m>—p;peN).
For f ezpym
opy s Zpm X
by El-Ashwah et al. [3] as follows:
0 INa+p-y+1) 1
a,B.y f (Z) = gip
r'pr(a-y+1) z

z t a=y

j (1--} 7P (t)dt
0 Z
_i+l“(a+,3—y+1)'

(1.5)

we now define the integral operator

o.m which was introduced and studied

z* I(5)

3 L(B+p+Kk) k
g:nr(a+,8+p+k_7+l)akz 2.6)

(B>0,a>y-1 y>0; peN; zeU"),

and

P f(z)=f(z) (B>0;, y>0;, peN; zeU").

a-1,8,y
From (1.6), it is easy to verify that

2Qgup, f(D) =(a+B-y+1Q;,, F(2) -

(a+p+p-y +1)Q£+1,ﬁ,y f(2). 1.7)

Remark:

(@) For y =1, Q;ﬂ'l = Qa?,/i" where the operator Q;ﬂ
was introduced and studied by Aqlan et al. [2] (see also [1]);
(i) For p=y =1, Qi,ﬂ,l = Q;ﬂ, where the operator
Qa' 5 was introduced and studied by Lashin [6].

2. A SET OF LEMMS

The following lemmas will be required in our present
investigation.
Lemmal[9].Let peQ with p(0)=a

q(z)=a+a,z" +.....

and let

be analyticin U with
q(z)#a and n>1.

If  is not subordinate to ,then there exist points
z,=re"’ eU and ¢, e dU\E(f),

for which
q(U, ) = p(Y), a(z,) = p(&,)
and Zoq’(zo) =m¢, p'(é/o) (m=n).

A function L(z,t) defined on U x[0,0),

nation chain (or Lowner chain) if L(Z,.) is analytic and uni-

is the subordi-

valentin U forall t €[0,), L(z,.) iscontinuously
Differentiable on [0,00) forall ze U and
L(z,s) < L(z,t) (zeU;0<s<t).

Lemma 2 [10]. Let qeH[a,1] and ¢ :C*> - C.
Also set
9(a(2),29'(z))=h(z) (ze\).
If L(z,t) = (q(2), tzq'(z)) isasubordination chain and
peHal]nQ,
then.

h(2) < ¢(p(2),2p'(2))

implies that

(ze V).

Furthermore, if ¢(Q(2),zp'(z)) =h(z) has a univalent
solution € Q, then ( is the best subordinate.

Lemma 3 [7]. Suppose that the function H :C? — C
satisfies the following condition:
Re{H (is, 1)} < 0
for all real S and
t<-n(l+s?)/2 (neN).
If the function P(z) =1+ p,z" +.... isanalyticin U and
Re{H(p(2),zp'(2))}>0 (z€ ),

Re{p(2)}>0 (z € U).

then

Lemma4 [8].Let S,y € C with f#0 and h eH(U)
with h(0) =c. If

Re{ph(z)+y}>0 (zeU),

then, the solution of the differential equation

isanalyticin U satisfies the inequality

Re{fq(z)+y}>0 (ze V).
Lemma 5 [11]. The function L(z,t)=a,(t)z+... with
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a,(t) =0 and limla, (t) =
tow

o0 is a subordination chain if

and only if
zoL(z,t)
0z .0 <
e a0 >0 (zeU; 0<t<w),
ot
and

IL(z;t)| < Kola, (b)), 7] <1 <Lt >0,
For some positive constants K, and I, then L(Z,t) is

a subordination chain.

3. MAIN RESULTS
We begin with proving the following subordination theorem
involving the operator Qa by f(2) defined by (1.6).

Theorem 1. Let
f,geX a>y, >0, >0, peN,0<n<p

and Z € U. Suppose that

p,m?

Re{1+ L(Z)} > =0, (3.1)
¢'(2)
setting
where
_(p-m’+p’(@+p-1)°
ap(p-mla+p-7)
(p-m)*-p*(a+p-7)
| ‘ <5<1/2). (3.2)
4p(p-ma+p-7)
Then, the following subordination relation
(3.3)
implies that
Myf(z)<z aMg(z) (ze ). (3.4)
Moreover, the function Z° a, ﬂ 9 (2) is the best dominant.
Proof. Let us define the functions F and G, respectively,
by
F(z) =2°Q),,f(2) and G(z):=2°Q;,,9(2).35)
We first show. If the function  is defined by
zG"(2)
7)=1+—7"2> (zel), 3.6
a(z) &) (zeU) (3.6)

then,

Re{q(z2)}>0 (zeU).
Taking the logarithmic differentiation on both sides of the se-
cond equation in (3.5) and using the equation (1.7) we obtain

pla+ -2 = pla+ B -7)G(2) +(p-1)ZGC'(2).

(3.7)
Now, by differentiating both sides of (3.7), We obtain the rela-
tionship:
LW, B, 29'(2)
o) G'(n) a@)+pla+p-y)(p-n)
2q'(z
~a(2)+ T “h@). e

A(2)+ pla+B-y)(p-1)

We also note from (3.1) that

Re{h(z)+w} >0 (zel),

and so by Lemma 4, we conclude that the differential equation
(3.8) hasa solution g € H(U) with

q(0) =h(0) =1.

Let us put

H(u,v)=u+ v +0

U+ pla+p-7)(p-n)
where O isgivenby (3.2).
From (3.1), (3.8) and (3.9), we obtain

(3.9)

Now, we proceed to show that
. 1
Re{H (is,t)}<0 (s eR;t< —E(1+ sz)j. (3.10)
Indeed, From (3.9), we have

Re{H (is,t)}= Re{is +

t |
- +0
is+pla+pB-y)I(p-mn)
__ tpla+B-y)p—n
Ipa+B-7)(p—n)+is
E, ()

<_ — (3.12)
2p(a+B-r)I(p—n)+is
where
ES(S) ::(p((l-i'ﬂ—)/) _Zé‘JSZ _ p(a_'—ﬂ_j/) .
p—n p—n
(25M-1} (3.12)
p—n

For O givenby (3.2), we can prove easily that the expression

E,(S) givenby (3.12)is greater than or equal to zero. Hence,
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from (3.9), we see that (3.10) holds true. Thus using Lemma 3,
we conclude that.

Re{q(2)}>0 (zeU).
Moreover, we see that the condition:

G'(0) %0

is satisfied. Hence, the function defined by (3.5) is convex

in U.
Next, we prove that the subordination condition (3.3) implies
that
F(z) <G(2) (ze V) (3.13)
for the functions F and G defined by (3.5). Without loss
of generality, we can assume that G is analytic and univa-
lent on U and
G'(¢)#0 (¢ €0U).
For this purpose, we consider the function L(Z,t) given by
Lat)_eapiﬂ—@QiQ-Gu)
pla+B-7)
(0<t<oo; 0K < p; ZeU).
We note that
oL(z,t)
oz z=0

(Ma+ﬂ—7wwp—ma+0j¢0
(a+B-7)
This shows that the function
L(z,t) =, (t)z+...
satisfies the condition
a,(t)#0 (0<t<w).
Furthermore, we have
Re{ 20L(z,t) /82} _
oL(z,t)/ ot
Re{

Platf-r) +(1+t)(1+ 26 (Z)j} > 0.
Therefore, by virtue of Lemma 5, L(Z,t) isa subordination

=G'(0)-

p-7 G'(2)

chain. We observe from the definition of subordination chain
that
L(¢,1) & L(U,0) = g(U) (¢ €dU;0<t < o).

Now, suppose that F isnot subordinate to G, then by
Lemma 1, there exists points Z, € U and ¢ 0 € oU, such
that

F(z,) =G(&,) and z,F(z,) = A+1)¢,G'(¢0)

(0<t<m).

Hence, we have

(p—m)d+1)
L(<,,t) = G(&,) + —— =
($oo1) (C)+p(a+ﬁ_y)

— P 2,F ()
Na+ﬁ—ﬂ

f(z)+
IO

oG'(So)
=F(z) +

PO P
— Lo ay.py

0 Qs 5., F(20) € 4(V),

by virtue of the subordination condition (3.3). This contra-
dicts the above observation L(&,t) & #(U). Therefore, the

subordination condition (3.3) must imply the subordination
given by (3.13). Considering F(z) = G(z), we see that the

function G is the best dominant. This evidently completes
the proof of Theorem 1.

We next provide a dual problem of Theorem 1, in the
sense that the subordinations are replaced by superordina-
tions.

_(p-n)
p

Theorem 2. Let
f,geX a>y, >0, >0, peN,0<np<p

and Z € U. Suppose that

Re{1+ M} > —0,

p,m?

#@)
setting
H(2) =Pz alﬁﬁun+51p;ﬁymn,
where O isgiven by (3.2), and
Biﬁzpalﬁﬁ(n+—zpfﬁyun,

5., 1(2) e HIL N Q. Then,

the following superordmatlon relatlon

p(z) <P
p

isunivalentin U and z°

f(z) (z e V),

aﬁy

alﬁyf(Z)JFBZ

(3.14)
implies that

aﬂyf(z) (ze V).
g(z) is the best subordi-

"Qrs,9(2) < 2"

Moreover, the function yAs o, ﬂ 7

nant.
Proof. The first part of the proof is similar to that of Theorem 1
and so we will use the same notation as in the proof of
Thereml.

Now, let us define the functions F and G by (3.5). We
first note that, if the function ( is defined by (3.6), using
(3.7), then we obtain
#2)=G(@)+—L—T

mzG’ =¢(G(z2),2G'(2)).
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(3.15)
Then using the same method asin the proof of Theorem 1.
We can prove that

Re{q(z)}>0 (zeU),
that is, G defined by (3.5) is convex (univalent)in U .
Next, we prove that the subordination condition (3.14) implies
that
G(z)<F(z) (zeU)

(3.16)
for the functions F and G defined by (3.5). Now, consider
the function L(z,t) defined by

(p—m)t
pla+p5-7)
As G isconvexand p(a+ f—y)I(p—n)>0, wecan

prove easily that L(Z,t) isa subordination chain as in the

L(z,t) =G(z) +

proof of Theorem 1. Therefore, according to Lemma 2, we
conclude that the superordination condition (3.14) must
imply the superordination given by (3.16). Furthermore, as
the differential equation (3.15) has the univalent solution
G , it is the best subordinate of the given differential su-
perordination. Therefore, we complete the proof of Theo-
rem 2. If we combine Theorems 1 and 2, then we obtain the
following sandwich -type theorem.

Theorem 3. Let

f,gkeZp'm k=12), a>y, p>0, y >0,
peN,0<np<p

and Z € U. Suppose that

Re{1+ 2, (Z)} -5,

(3.17)

4.(2)

setting

where O isgivenby (3.2), and
P=70qr 1)+ 12°QP, T (2),
p

0’1ﬁ7

is univalentin U and z°

P, T(2) eHLINQ. Then,

the following relation
6.0 <212rqQr 1)+ 12°Q7, f(2)
1 p ay,p.y p a, By
<#,(2) (zeV)

Implies that

Moreover, the function z°Q} 5.,9:(2) and

zG'(2)(0<t<oo; ze U).

2°Q) 5 ,9,(2) are thebest subordinate and the best

dominant, respectively.
The assumption of Theorem 3, that the functions

need to be univalentin U , may be replaced by another
condition in the following result.

Corollary 1. Let

f.o,eZ,, k=12),a>y, >0, y>0, peN,
0<n<p

and Z € U. Suppose that condition (3.17) is satisfied and

Re{1+ L(z)} > -0, (3.18)
v'(2)

setting
v@ =200, 1@+ 12701, 1)

where O is givenby (3.2). Then, the following relation
P—7n
¢ (2) < —=1z° alﬂyf(z)+—z"Qpr(z)
P p

<$,(z) (zel),

implies that

Moreover, the function Z " o, /3 , 01 (2) and

z? 0'3 5,92 (2) are the best subordinate and the best

dominant, respectively.
Proof. To prove Corollary 1, we have to show that condi-

tion (3.18) implies univalent of W(Z) and

F(Z) =12" a, /5’ 791(2)
As 0< 6 <1/2 from Theorem 1, condition (3.18) means
that ¥ is a close- to-convex functionin U (see [4]) and
hence  is univalent in U . Furthermore, using the same
techniques asin the proof of Theorem 1, we can prove the
convexity (univalent) of F and so the details may be omit-

ted here. Therefore, by applying Theorem 3, we obtain
Corollaryl.

Theorem 4. Let
f.o,€X,n (k=12), a>(p-n)/p, 0<n<p
and Z € U. Suppose that

Re{l 24, (2) } -5,
. (2)

(3.19)
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setting
$.(2) = ppnzp+l o?lﬁ;/ gk(z)+zzp+l o sy 9 (2),
where

_(p-n)’+(pla+p-y -1 +n)
4(p-n)(pla+p-y-1+n)

(p=n)* =(pla+B-7-1)+n)’|

4(p—n)(pla+p-y—1)+n)

and

p 77Zp+l p

aq. By

un+%zmqmwun

+1
Zp

f(2) € H[0,] N Q.

Is univalentin U and . ﬂ ,

Then, the following relation

h(2)< B 2]

<¢,(2) (zeV),

Implies that
1 1
szr 0’5),ﬂ,}/g1(z)<ZpJr aﬁyf(z)

<z alz),ﬂ,ng(Z) (ze U)-

f(z)+ 1L
p

p+1
ay. By aﬁyf(z)

pPAP
z a, By

#(z) <z°

Implies that

wpyFu(90(2) < 2°Q, 5, F,(F)(2)
<2°Qz,, #(92)(2) (zel).

ap,Fu(9)(2) and
(9,)(z) are thebest subordinate and the best

F.(2) e HIL1] N Q. Then, the following relation
apy (D)<, (2) (zeV)

Moreover, the functions yAs

POy P
aﬁ7ﬂ

dominant, respectively.

Proof. Let us define the functions F and G, (k =1,2) by

F(2)=2"Q) , ,F,(f)(2)
and G, (z) =z"Q;} , ,F,(g9,)(2),

respectively. Without loss of generality, as in the proof of

Theorem 1, we can assume that G, is analytic and
univalent on U, and

G.(O)#0 (& edu).

From the definition of the integral operator F ,, defined by
(3.20), we obtain

2(Q; 5, F.(1)(2)' = f(z) -
Moreover, the functions z "™ r 4.,91(2) and dominant, s L b
respectively. (u+ p)Qa By u F,(1)(). (3.23)
Next, we consider the integral operator F, (4 >0) defined Then, from (3.21) and (3.23), we have
!
by (ef. [5],[12]) up, (z) = 1G, (z) + z2G, (2). (3.24)
Settin,
F(f)(2) =~ It”*p‘lf(z)dt (fex _; u>0) 8
A i zG (z)
(3:20) q,(z) =1+ (k=12; zeU), (3.25)
Now, we obtain the following result involving the integral G (2)
operator defined by (3.20). And differentating both sides of (3.24), we obtain
144 !
24, (2) 20, (2)
Theorem 5.Let f,g, €2 = (k=12). Suppose also 1+— =0, (2)+ -
ot : 4. (2) i (2) + 1
The remaining part of the proof issimilar to that of
Rel14 20 2) Z¢k (Z) Theorem 1 and so is omitted the proof involved.
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